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We studied the migration dynamics of oxygen point defects in UO2 which is the primary ceramic fuel for
light-water reactors. Temperature accelerated dynamics simulations are performed for several initial
conditions. Though the migration of the single interstitial is much slower than that of the vacancy, clus-
tered interstitial shows faster migration than those. This observation gives us important insight on the
formation mechanism of high-burnup restructuring, including planar defects and grain sub-division
(the rim structure), found in UO2.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

The nuclear fuel industry has a need to increase fuel burnup in
light-water reactors (LWR). When the inventory of fission products
is accumulated at high-burnup, the driving force for fuel rod failure
emerges, causing serious problems in reliability and safety. There-
fore, large retention capability is essential for the development of
new fuel materials which permit high-burnup. The retention capa-
bility of the UO2 fuel pellets changes its performance during the
burnup process. Such changes are caused by the restructuring of
the material, and two restructuring stages are known to exist in
the outer edge of the pellet where the temperature is between
500 and 700 �C and thermal activation is negligible. The first
restructuring process is the planar fault formation around
50 MWd/kg U, and the second is the grain sub-division and coars-
ened bubble formation at around 70 MWd/kg U [1–4]. The latter
observation is sometimes called the ‘rim structure’, or ‘high-bur-
nup structure’.

The mechanism of the rim structure formation is still under
investigation. However, some experiments suggest the importance
of planar defects. First, it is generally known that the structure first
appears adjacent to free surfaces where constraints for atoms are
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different from that in the bulk, namely it is easier to form
two-dimensional faults such as sub-grain boundaries. Second,
one typical structure observed is the Cauliflower structure, which
is created by grain sub-division on planar faults. Third, as men-
tioned above, it is observed that some planar structures appear
well before the grain sub-division. A detailed investigation of the
planar structure using TEM was performed [5–7], which revealed
it to be a crystallographically [111] plane. In terms of LWR fuel
performance, this planar structure may provide (1) a path for fis-
sion gas transport and release to the outside of the pellet, and (2)
an initiation site for the rim structure formation. Therefore the
study of the formation mechanism of the planar structure is
important.

With regards to the irradiation-induced restructuring in fuel
ceramic pellets, one important effect of fission tracks is electronic
excitation around the area of the track. Simulating UO2 by the
same fluorite ionic compound CeO2, in-situ irradiation of electron
and heavy-ion was performed [8,9]. It was found that the planar
structure was formed by electron irradiation. This planar structure
was on [111] planes and the fault was estimated to be stabilized
by the presence of neutral oxygen gas. These simulation experi-
ments indicate that once extra oxygen is available in oxides with
the fluorite structure, a large amount of oxygen agglomerates
may form planar structures on [111] planes.

The driving force of oxygen migration in nuclear fuel is overlap-
ping fission tracks. The detailed time and space structure of fission
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Table 1
The values of parameters defining the Basak potential, Eq. (1) [16].

Parameters(unit) (O,O) (U,U) (U,O)

zizj (Å) 1.44 5.76 2.88
f0 (kJ/mol Å) 4.07196
aij (Å) 3.82 3.26 3.54
bij (Å) 0.327022 0.327022 0.327022
cicj (kJ/mol Å�6) 381 0 0
Dij (Å�1) N.A. N.A. 13.6765
bij (Å�1) N.A. N.A. 1.65
r�ij (Å) N.A. N.A. 2.369
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tracks is not well understood at present and is under study. The
works of Johnson and Bringa, and also Toulemonde et al. indicate
that an explosive displacement of anions occurs at the core of
the fission track [10,11]. The anion atoms are temporarily dis-
persed outside the track core and the surrounding area may have
excess oxygen. Experimentally, under thermal equilibrium, excess
oxygen (hyper stoichiometric state) leads to diffusive transport for
both anions and cations as investigated by Matzke [12]. Therefore
excess oxygen is a very important basic state for finding the mech-
anism of restructuring in high-burnup fuel, including the forma-
tion process of the planar structure and the rim structure.

These results indicate that the behavior of defect ordering of an-
ions is the most essential and important behavior for the restruc-
turing of UO2. In this context, we investigated the behavior of
anion defects, especially stressing the behavior of excess oxygen
in the fluorite structure.

Though there are many theoretical studies on defects in UO2 by
both first-principle calculations [13] and molecular dynamics sim-
ulations [14], there is a difficulty in the simulation of the dynamics
of anion defects. After the passing of fission track, the temperature
is kept high enough to move the anions for nearly 20 ps. Some of
the processes initiated during the first few pico seconds may last
for time-scales of hundreds of pico seconds, which cannot be trea-
ted by first-principle calculations or molecular dynamical simula-
tions. In order to investigate such long-time behavior, we used
the temperature accelerated dynamics (TAD) method, developed
by Sørensen and Voter [15]. The key idea of this method is to esti-
mate the transition time at the low temperature of interest from
the dynamics at high temperature, using the knowledge of the
transition state energy. The transition state theory tells that the
rate m of an activation event i with transition state energy Ei is gi-
ven by the Arrhenius law,

mi ¼ m0;i expð�Ei=kBTÞ; ð1Þ

where m0;i is a constant, T is temperature, and kB is the Boltzmann
constant. From this equation, we can derive the relation between
th, the transition time at high temperature Th, and tl, that at low
temperature Tl, as

tl ¼ th exp
Ei

kBTl
� Ei

kBTh

� �
: ð2Þ

Using this equation, we extrapolate tl from the molecular dynamics
simulation at high temperature.
2. Simulation methodology

We performed TAD simulation of defect process in UO2. For an
interatomic potential, we employed the one derived by Basak et al.
[16], described by

fijðrÞ ¼
zizje2

r
þ f0bij exp

aij � r
bij

� �
� cicj

r6

þ f0Dij expf�2bijðr � r�ijÞg � 2 expf�bijðr � r�ijÞg
h i

; ð3Þ

where i, j and r represent the species of atoms and the distance be-
tween them, respectively. The parameters involved in this model
are given in Table 1. Molecular dynamical simulations based on this
two-body potential give good agreement with experiment and first-
principle calculations [17].

Here, we need to address the problem of stoichiometry. In the
Basak potential, uranium and oxygen atoms are charged, and the
introduction of interstitials or vacancies breaks charge neutrality.
Such non-stoichiometry causes the divergence of the energy of
the system when we carry out a simulation with periodic boundary
conditions. To avoid this problem, we assume that a spatially uni-
form charge exists to keep electroneutrality. This assumption mod-
ifies the total energy of the system, however, it does not modify the
force acting on each atom.

Now we describe the details of the simulation. The size of the
system is a 4� 4� 4 superlattice, which corresponds to a
U256O512 crystal. As a boundary condition, we employ periodic
boundary conditions. Unfortunately, a TAD simulation with con-
stant pressure is impossible, due to the issues in calculating the
transition state energy, so we performed the simulation with
NVT constant conditions. We set a0, the lattice constant, to
5.47 Å. As mentioned in the introduction, a TAD simulation derives
the dynamics at low temperature Tl from the molecular dynamics
simulation at high temperature Th. In the following results, we
show the dynamics at Tl ¼ 500 K, estimated from the simulation
at Th ¼ 1500 K for the migration of vacancies, and Th ¼ 2000 K
for the migration of interstitial and interstitial cluster.

In the next section, we present the results of our simulations in
detail. To describe the configuration and dynamics of atoms
clearly, it is convenient to introduce coordinates in the system.
We assume that U atoms on regular lattice sites are at (000),
(100), (1/21/20), and so on. O atoms are then at (1/4 + l/2, 1/
4 + m/2, 1/4 + n/2), where l, m and n are integers.

3. Simulation results

3.1. The migration of a single vacancy

First, we carried out a simulation when one O vacancy is intro-
duced. We show the typical migration process in Fig. 1. In the left
figure, the vacancy exists in the bottom-right corner of the figure.
After a short-time, the O atom to the left of the vacancy moves to
the vacant lattice site, which results in the motion of the vacancy
to the left. After the transition, shown in the right figure, the va-
cancy is at the bottom-middle of the figure. Here, we note that
the interval of the transition is very short, � 3:5� 10�10 s. We per-
formed a long-time simulation of vacancy migration, and found
that the interval of hopping is about 10�10—10�11 s. This quick
migration can be explained by the small transition state energy.
We calculate the transition state energy DE, defined by the differ-
ence between the energy of the saddle state and that of initial
state, using the nudged elastic band (NEB) method [18]. We find
DE ¼ 0:26 eV, which is consistent with that found by Govers
et al. DE ¼ 0:3 eV [19].

3.2. The migration of a single interstitial

Though the migration of an O vacancy is simple, that of oxygen
interstitial is a somewhat more complex. In Fig. 2, we show a typ-
ical example of the migration of a single oxygen interstitial. Before
migration, the interstitial is at (1/21/21/2). The migration process
is described as follows. First, the interstitial oxygen atom moves in
a h�1 �1 �1 i direction, and pushes out the oxygen atom at (1/41/41/4),
as shown in the middle figure. The pushed out oxygen atom then
moves to (�1/2�1/21/2) and becomes a new interstitial.



Fig. 1. Snapshot of the migration process of an oxygen vacancy: (a) at t = 0.1991 ns and (b) at t = 0.2340 ns. Gray balls and white balls represent uranium atoms and oxygen
atoms, respectively. White arrow indicate the direction of motion of oxygen atom.

Fig. 2. Snapshot of the migration process of a single oxygen interstitial: (a) at t = 0, (b) the transition state and (c) at t = 4.23 ls. These figures show that the movement of
interstitial oxygen involves the movement of two oxygen atoms, marked by circles. The arrows in the middle figure indicate the direction of motion of the two oxygen atoms.
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We note that the migration of the single interstitial is much
slower than that of the vacancy. Our simulation shows that the
hopping occurs about 105—106 times in a second. This value is
105—106 times smaller than that of the vacancy, which is on the or-
der of 1011. We can explain this large difference qualitatively by
the difference in the transition state energy. Using the NEB meth-
od, we obtain a transition state energy DE ¼ 0:94 eV. This is much
larger than that for vacancy migration, and enough to explain the
difference in the hopping rates. We also note that this transition
state energy is much smaller than that obtained by Govers et al..
They found DE ¼ 1:3 eV for the migration of the oxygen interstitial
with Basak potential. This inconsistency is due to the method for
finding the transition state energy. The energy of the stable state
can be easily obtained by using well-known algorithms like the
conjugate gradient method. On the other hand, it is much more dif-
ficult to calculate the transition state energy. Govers et al. used ra-
tional-function optimization [20] for the calculation, while we
employed the NEB method. The migration process obtained by
these two methods are similar, however, the energy they obtained
is much larger than ours.

3.3. The migration of clusters containing vacancies

It is well-known that defect clusters often exhibit quick migra-
tion [21,22]. To investigate the possibility of such processes in UO2,
we study the dynamics of defect clusters in UO2. In this section, we
briefly describe the results for vacancy clusters.

First, we performed a simulation of clusters made from two
oxygen vacancies. As an initial condition, we put the two vacancies
at (1/41/41/4) and (3/41/41/4). However, such a cluster is unsta-
ble. Due to the repulsive Coulomb interaction between oxygen
vacancies, the cluster breaks apart completely within 10�10 s. The
barrier for the break-up of vacancy clusters is about 0.13 eV. This
result suggests that the vacancy cluster is unstable at 500 K.

We also simulated the situation when one O interstitial and one
O vacancy coexist as an oxygen Frenkel pair. However, we find that
such a pair recombined quickly even when the initial distance be-
tween defects is large. For example, we performed a simulation
when the vacancy and the interstitial are initially at (1/4,1/4,1/4)
and (0,1/2,2). The distance between these two defects is 9.77 Å,
which is about a half of the system size of the simulation. Due to
the long range Coulomb force, the vacancy is strongly attracted
to the interstitial, and recombination occurs within 10�10 s.
3.4. The migration of the two interstitial cluster

Now, we present results for clusters made from two O intersti-
tial atoms. In contrast to the case mentioned above, two intersti-
tials make a stable cluster. The structure of the cluster is
described in Fig. 3. The main part of the structure is constructed
from three interstitials at (1/200), (01/20), (1/200) and one va-
cancy at (1/41/41/4). As Govers et al. discuss, such a structure is
the energy minimum for many potentials. Here we should also
pay attention to the displacement of oxygen atoms close to this
cluster. The oxygen atoms at (3/41/41/4) and (1/41/43/4) are
strongly displaced, and these atoms move close to (3/41/41/2)
and (1/21/43/4), respectively. Interestingly, the displacement of
the oxygen atom at (1/43/41/4) is small. This result indicates that
this cluster has very low symmetry.

We find that this cluster migrates very quickly in the UO2 crys-
tal. To understand the diffusion mechanism of this cluster, we
investigate the transition state of the migration process. We find
that there are three kinds of movement, depicted in Fig. 4, that



Fig. 3. (a) Stable structure of clusters made from two interstitial oxygens and (b) its schematic figure. The cube represents the lattice made from oxygen atoms. The gray cube
indicates that an U atom exists at the center of the cube. Filled, hatched, and empty circles represents the interstitials, displaced oxygen atoms and vacancies, respectively.
These figures show that the cluster is made from three interstitials, one vacancy, and two displaced oxygen atoms.

Fig. 4. Three movement of interstitial clusters. The transition state energy in each process is (a) 0.14 eV, (b) 0.16 eV and (c) 0.19 0.24 eV. Arrows in this picture show the
direction of movement of each oxygen atoms.
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Fig. 5. (a) The stable configuration of atoms which includes four oxygen interstitials. The interstitial cluster is surrounded by circle. (b) The structure of the interstitial cluster.
The oxygen atoms, depicted by white circle, forms cuboctahedral structure.
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have small transition energies. Now we explain these processes in
detail.

The process that has the lowest transition state energy is de-
scribed at Fig. 4(a). In this process, the change in the position of
the three interstitials at (1/200), (01/20) and (001/2) is small.
On the other hand, the atoms at (3/41/41/2), (1/21/43/4) and (1/
43/41/4) move to (3/41/41/4), (1/41/23/4) and (1/43/41/2),
respectively. The configuration of atoms after the transition is
essentially the same as the initial state, as we can obtain this con-
figuration by rotating the initial state 2p=3 around the h111i axis.
The transition energy of this process is 0.14 eV.

The second process, which has a transition state energy of
0.16 eV, is depicted in Fig. 4(b). In this process, the six oxygen
atoms at (1/200), (01/20), (001/2), (3/41/41/2), (1/21/43/4) and
(3/41/43/4) change their position. The three interstitial atoms at
(1/200), (01/20), (001/2), move to (1/21/41/4), (1/41/21/4), (1/
41/41/4) respectively, and these atoms are not interstitials after
the transition. On the other hand, the atoms at (3/41/41/2), (1/
21/43/4) and (3/41/43/4) in the initial state become interstitials
at (101/2), (1/201) and (11/21). These interstitials surround the
vacancy at (3/41/43/4).

Though these two processes may enhance the migration of clus-
ters, another process is needed for net migration. We can realize
this by noticing that the vacancy is always at the nearest neighbor
position of (1/21/21/2). In the first process, the vacancy does not
move at all. In the second process, the vacancy moves from (1/
41/41/4) to (3/41/43/4), however, it is still nearest neighbour of
(1/21/21/2). By combination of these two processes, the vacancy
can move to other positions such as (1/43/43/4) or (3/43/41/4).
However, it is always at the nearest neighbour position of (1/21/
21/2). Therefore another process is necessary for the true migra-
tion of this cluster.

The third process, which is essential for migration, is simpler
than the other two. We depict this process in Fig. 4(c). In this pro-
cess, one of the three interstitials combines with the vacancy and a
di-interstitial state appears as a saddle. For example, the interstitial
at (1/200) moves to (1/41/41/4). However, this state is unstable,
and one of the O atoms neighboring the two remaining interstitials,
either at (1/41/41/4) or at (�1/41/41/4), moves. The transition
state energy of this process is 0.19–0.24 eV. The small variation
in the transition energy reflects the fact that the three interstitials
are not equivalent, due to the asymmetric displacement of O atoms
in the lattice. This process leads to migration of the cluster, in con-
trast to the two processes we have mentioned above.

Via these three mechanisms, this cluster migrates very quickly.
As is evident from the transition state energy, the interval of tran-
sition is about 10�11—10�12 s, which is the same as or a little short-
er than that of vacancies. Such fast migration of clusters has been
reported in many materials such as MgO [22].

We have found that there are additional migration processes,
however, their transition state energies are larger than 0.4 eV.
Therefore the dominant migration mechanisms are the three pro-
cesses we described above.

3.5. Complex structures formed from three or more interstitials

We have shown that clusters made of two interstitials demon-
strate fast migration. It is then natural to ask what happens when
more interstitials are clustered. To answer this question, we carried
out simulations for the cases where three and four interstitials are
included. As the initial condition, we put three and four oxygen
interstitials in clusters. In the case of three interstitials, we find
that there are some local energy minima, and the transition state
energies between these minima are small, DE K 0:1 eV. The accel-
eration mechanism of the TAD method does not work for the sim-
ulation conditions, and we can only investigate the dynamics over
a short period. However, the clusters do not dissociate in the time
scale � 10�9 s.

In the case of four interstitials, we find a stable configuration,
which shows no diffusion. The stable structure is depicted in
Fig. 5. This configuration have a cuboctahedral arrangement of
interstitial oxygen atoms, which is similar to the one proposed
for the crystal structure of U4O9 [23]. Though it seems that the sys-
tem has a cubic symmetry, the oxygen atoms around the cubocta-
hedral clusters are strongly distorted, and the symmetry is broken.
This lost of symmetry implies that there are some equivalent con-
figurations of atoms which have the same energy. The transition
process which has the lowest saddle point energy is the transition
between these equivalent configurations. The transition state en-
ergy of this process is 1.765 eV. The processes which cause the
migration or break of this cluster have higher transition energy,
and we conclude that the cluster is immobile and stable.

4. Summary of computational results and discussion

We performed TAD simulations to investigate the dynamics of
anion point defects in UO2. In the case of single defects, the diffu-
sion of the vacancy is much faster than that of the interstitial.
However, clusters made from two interstitials diffuse as fast as
vacancies. In our case, the stable structure is one vacancy sur-
rounded by three interstitials. This cluster migrates through a sad-
dle structure which includes two interstitials.

There are many experiments which suggest the fast migration
of excess oxygen in UO2 [24,25]. However, it is difficult to simulate
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such fast migration. To carry out a MD simulation of migration in a
reasonable time, we must raise the temperature. Moreover, the
transition state energy of interstitials is much higher than that of
vacancies for most potentials, which indicates the slow diffusion.
Our result shows that interstitial clusters can diffuse faster than
the vacancy, while single interstitials show slow migration. Though
our results are obtained by the simulation in small system with a
specific potential, we suppose that the fast migration of interstitial
clusters also occurs through a similar mechanism in large systems
with other potentials. Concerning with the smallness of system, it
is a difficult task to carry out the TAD simulation in larger systems.
However, if the two stable configurations of atoms are given, it is
not difficult to obtain the transition state energy between them.
We made the calculation of the stable configuration of atoms and
transition state energy in 6 � 6� 6 superlattice. We find that the
structure composed of three interstitials and one vacancy is stable,
while that of two interstitials is unstable. We also find the transi-
tion state energy 0.21 eV, which is consistent with the results of
the TAD simulation in 4 � 4 � 4 superlattice. Therefore we believe
that the our results is also valid for larger system.

Concerning with the potential, the structure composed of three
interstitials and one vacancy gives a minimum energy state for
most UO2 potentials [19]. The third process in the previous section
seems a natural process for the diffusion of such a cluster. More-
over, it is found that the Grimes potential and density-functional
theory gives a similar, slightly different, mechanism for cluster dif-
fusion [26]. In the case of the Grimes potential, both the two inter-
stitial state and the three interstitial + one vacancy state are stable,
and there is a saddle between these two states. In our results, the
two interstitial state is a saddle, not a stable state. We will need
further investigation to clarify the diffusion mechanism of intersti-
tials in UO2. However, these results suggest the importance of the
change between the two configurations for the migration of
clusters.

As mentioned previously, it is well known that clustered defects
in metals show much faster migration than single point defects
[21]. Our result shows that such phenomena can occur also in cera-
mic materials. We note that there exists some differences between
the migration of clusters in these two materials. First, the rate of
migration strongly depends on the size of clusters. Though the
two interstitial cluster shows rapid migration, the four interstitial
cluster is non-diffusive. On the other hand, the rate of migration in-
creases as the size of the cluster increases in metals. Second, the
diffusion in metals is one-dimensional with clusters moving in
one direction. In the case of UO2, the direction of the motion is
not one-dimensional. Therefore there is a great difference between
the diffusion of defects in metals and in ceramics. However, our re-
sult implies the importance of defect clusters for understanding
the dynamics of dislocations in ceramic materials.

Our result also gives some constraints on kinetic models of self-
organization in UO2. It is hard to carry out atomic simulations for
large systems, and a more macroscopic model is needed to comple-
ment the weaknesses of microscopic simulations. One candidate of
such an approach is a kinetic model based on rate equations. For
example, void-lattice formation in irradiated metals can be ex-
plained successfully with this method [27]. In this approach, the
density of dislocations and point defects are treated by reaction-
diffusion equations. Our simulations suggest the dynamics of de-
fect clusters strongly depends on their size. The diffusion of single
interstitials is much slower than that of di-interstitial clusters,
while four interstitial clusters are immobile. This result implies
that the density of interstitials, di-interstitial clusters, and four
interstititial clusters should be included for reaction-diffusion
equations. The difference of diffusion rates between different ele-
ments often leads to pattern formation through the Turing
instability.
Our results shed light on formation mechanism of the rim struc-
ture in UO2. As we have mentioned in the introduction, the emer-
gence of the planar defects is intimately connected to the
formation of the rim structure. Therefore the understanding of
the process of planar defect formation will give us important in-
sight into the mechanism of the rim structure formation. In this pa-
per, we studied the migration processes of interstitials, and found
that interstitial clusters plays a dominant role. By studying the
interactions of these clusters, we expect to clarify the detail of
the planar defect formation, which is one of the key process of
high-burnup fuel performance of LWR fuels.

5. Summary

We have studied the migration process of oxygen defects in UO2

using temperature accelerated dynamics method with two-body
interatomic potential of Basak. Though the migration of single oxy-
gen interstitial is very slow, we find that the cluster of the intersti-
tials shows very quick migration. We also find that the four
interstitials forms a stable, immobile clusters. These findings sug-
gest the importance of clustering of defects in the formation of
high-burnup structure.
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